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Abstract

Extended finite element method and anisotropic level set method are coupled to determine locally
stable equilibrium shapes of homogeneous and inhomogeneous precipitates in a large matrix. The
bulk elasticity and the interfacial energy density are both allowed to be anisotropic while the misfit
strain is kept dilatational. The anisotropy in the crystalline interfacial energies, incorporated through a
dependence on the orientation, renders the evolution equation unstable for certain orientation regimes.
The equation is regularised by adding a curvature term in the interface energy density which in turn
requires the level set method to be modified suitably. The developed methodology is verified for
several existing solutions before obtaining new results in the presence of anisotropic interfacial energy.
Equilibrium shapes are obtained both for single and multiple precipitates with an emphasis on the

interplay between the anisotropies in bulk elasticity and interface energy density.
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1 Introduction

The two-dimensional shape optimization problem, which seeks to determine the equilibrium shape of
multiple precipitates, with fixed total area, under various geometric and material assumptions has been
discussed actively in the literature [12,16,22,23,27,29,31,32]. There are several factors which influence
the solution of the problem: isotropic or anisotropic bulk elasticity, isotropic (constant) or anisotropic
(orientation dependent) interfacial energy density, interface elasticity, precipitates as inhomogeneities
(material properties in the precipitate different from that of matrix), single or multiple precipitates,

nature of misfit strain in the precipitates, size of the precipitates, and location of the precipitate with
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respect to the boundary of the domain. The increasing complexity of the problem has required increased
sophistication in the solution methodology. The numerical methods have been based either on a boundary
integral formulation [15,16,22,23] or a finite element based technique [11,32], assuming sharp interfaces,
or phase-field methods [3,31] which assume diffusive interfaces. The present work revisits the problem
for single and multiple precipitates (in a large matrix), possibly inhomogeneous, with dilatational misfit
strains, and anisotropies in both bulk elasticity and interfacial energy density. We assume the precipitate-
matrix interface to be sharp. Our solution procedure is based on a novel formulation which couples
extended finite element method with anisotropic level set method.

The simplest case of a single precipitate in a large matrix, with different material properties and dilata-
tional misfit strain, considering isotropy in both bulk elasticity and interface energy density was discussed
analytically by Johnson and Cahn [12]. Their work was extended to include anisotropic (cubic) bulk
elasticity and tetragonal misfit strains, although with a precipitate having identical material properties
as the bulk, by Thompson et al. [29] for an isolated precipitate and Su and Voorhees [27,28] for multiple
precipitates. The inhomogeneous precipitates were discussed in detail by Gross and coauthors [15,22,23].
The anisotropy in interfacial energy, and orthotropy in bulk elasticity, were incorporated by Leo et al. [16]
using a boundary integral method. Interfacial elasticity was considered by Zhao et al. [32], while ignor-
ing anisotropy in the interface energy, within a computational framework which coupled extended finite
element method and isotropic level set method. In parallel with the above development, which was in
the context of sharp interfaces, the problem was also studied using phase-field methods [31]; we note,
in particular, the recent work by Bhadak et al. [3] which included some results on equilibrium shape of
single precipitates with anisotropic interfacial energy.

On one hand, our work can be seen as an extension of the solution approach introduced by Zhao et
al. [32] by incorporating anisotropic energies in the level set method. The anisotropy of the crystalline
surface energies is such that it renders the governing evolution equation backward-parabolic, for certain
orientations, and hence unstable [5]. The equation is regularized by appending a dependence on curvature
in the interface energy density, although at the cost of increased numerical complexity. In this work we
adapt the anisotropic level set formulation developed by Basak and Gupta [1], previously in the context
of grain boundary motion, and couple it with the extended finite element method of Moés et al. [18]. On
the other hand, our methodology provides an alternative treatment to the fully anisotropic problem of
determining the equilibrium shape vis-a-vis the boundary integral method of Leo et al. [16]. In comparison,
our framework can deal seamlessly with topological changes in the precipitate shape evolution, as well as
merger and splitting, thereby exploring wider possible configurations for the sought equilibrium shape.
It is better equipped for handling the evolution of curves having regions of high curvature, and also for
investigating the problems with finite (or semi-finite) domains where the precipitates are located close to
a boundary.

After presenting the theoretical aspects of the formulation in Section 2, we outline our numerical
strategy in Section 3. The latter involves coupling of extended finite element method and anisotropic

level set method. The development of this coupled framework, involving an anisotropic interfacial energy,



Figure 1: The problem domain §2.

is the central contribution of this work. Subsequently, we present the results of our simulations in Section 4.
Most of our results with isotropic interfacial energy have appeared previously and are used here as
verifications of our numerical strategy. The results with anisotropic interfacial energy provide several novel
insights into an old problem. Our emphasis therein is to understand the interplay between anisotropies in
bulk elasticity and interfacial energy leading to different equilibrium shapes of a precipitate at different

parametric values. We conclude the paper in Section 5.

2 Problem formulation

We consider a two-dimensional (2D) domain 2, with a regular boundary 9f2, containing several precipi-
tates, with arbitrary shapes having regular boundaries, see Figure 1. The combined domain occupied by
the precipitates is denoted as QF whereas the matrix domain is denoted as QM such that QP UQM = Q
and QF N QM = (). The precipitate domain QF is assumed to carry a constant misfit strain e€*. We
use I' to represent the union of all interfaces between the matrix and the precipitate domain, n for the
unit outward normal to I (pointing into the matrix), and ng for the unit outward normal to 9. The
linearized strain € is related to the displacement vector field w in the usual way, € = (1/2)(Vu + (Vu)T),
away from I', where V is the gradient operator with respect to the position field & € Q and superscript T’
denotes the transpose. Across I', we assume u to remain continuous (but not necessarily differentiable),
i.e., [u] = 0, where the bracket represents a jump in the enclosed field across I'. The displacement field
is otherwise assumed to be smooth in €2 away from I". The strain field is therefore piecewise smooth in {2
but possibly discontinuous across I'.

The piecewise smooth Cauchy stress tensor o, in the absence of body forces and inertia, satisfies the

equilibrium conditions

dive =01in Q/I', onp=0o0n 9, and [oJn=0o0nT, (1)



where div is the divergence operator. The second equation above denotes the traction-free boundary
condition while the third condition enforces traction continuity across the interfaces. Assuming the
constitutive behavior of the domain to be linear elastic, we can relate the stress tensor to the strain tensor

as
CP(e(x) — €*), ifx e QF, and
o(x) = Ce(x) = (2)
CMe(x), if x € QM|
where e is the elastic strain tensor (equal to € — €* in QF and € in QM); C and CM are the fourth-order
elastic stiffness tensors in the precipitate and the matrix domain, respectively. For a given misfit strain €*
and precipitate shape I', the preceding considerations are sufficient to determine the unique stress field in
Q). The precipitate shape however may not be the equilibrium shape in the sense that it does not lead to a
(locally) minimum energy configuration. In order to achieve the equilibrium shape, we allow the interface
I' to evolve, while keeping the precipitate area fixed, until a minimum in total energy is achieved. The
kinetics governing the interfacial evolution is discussed next.
The equilibrium shape of the precipitates minimize the total energy of the system while maintaining
a constant net area occupied by the precipitates. The energy functional, to be minimized, is expressed
as the sum of the bulk elastic energy stored in Q/T", the interfacial energy associated with T', and an

energetic cost due to any deviation from the area constraint:

E:/QWdAJr/FWdH—)\(/QP dA—A0>, (3)

where dA and dl are infinitesimal area and line elements, respectively; W = (1/2)o - e, where ‘-’ denotes

an inner-product, is the elastic strain energy density,

1(6:8) =7(68) + 587, with 7u(0) =70 (1 — e cos(nd) 0

is the anisotropic interfacial energy density, A is the Lagrange multiplier, and Ay is the fixed total area of
the precipitates. In Equation (4), ¢ is the inclination angle of n with respect to the horizontal axis,  is
the curvature of the interface curve, and §, < 1 is a regularization parameter [5]; 7o, @ < 1, and n are
constants (n defines the degree of anisotropy). An isotropic interfacial energy density corresponds to =y
being a constant with §, = 0. The polar plots of the anisotropic interfacial energy for various n are given
in Figure 2. Under isothermal conditions, the mechanical version of the second law of thermodynamics
requires the net mechanical power spent on {2 to be never less that the change in the total energy of €.
The former is zero since there are no external forces acting on 2. Consequently, we require dE/dt < 0 (¢

denotes time) which, on using Equations (3) and (4), yields [ fVdl > 0, where
1
f=n-[Pln+ (v+7))k— 06 (ASH + 2/13> —A (5)

is the driving force for interface migration and V' is the normal speed of the interface; P = W1 — (Vu)’o
is the Eshelby tensor (1 is the identity tensor), the superscript prime is the derivative with respect to

¢, and A® is the surface Laplacian (in particular, if s is an arc-length parametrization of the interface
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Figure 2: Polar plots for v.(¢) = 70(1 — ae cos(ng)) with 79 = 0.05 J/m? and a, = 0.25.

then A%k = 0%k/0s%). The derivation of the expression for driving force in Equation (5) is available
elsewhere [8]. The dissipation inequality is identically satisfied if we assume a linear kinetic law of the form
V = f, with mobility taken to be identity. The inequality also implies that the migration of the interface
leads to a reduction of total energy and henceforth towards a locally minimum position in the energy
landscape. The multiplier A can be computed using the area conservation condition, (d/dt) [,» dA =0,

which is equivalent to fr Vdl = 0 or, using the kinetic law, to fr fdl = 0. We obtain

~ Jr (- [Pln+ (e )k — 6 (A% + §57)) I
- Jrdl '

The interfacial normal speed is now expressed completely in terms of bulk deformation, energy densities,

A (6)

and precipitate geometry. A similar kinetic framework, with v constant, was used in the works of Schmidt
and Gross [22] and Zhao et al. [32].

3 Methodology for numerical solutions

To simulate the evolution of precipitate boundary and obtain the equilibrium shape, we use a numerical
scheme which couples extended finite element method (XFEM) with level set method (LSM). The former
solves for the state of stress in the domain, for fixed precipitate shapes, while the latter method is used
to evolve the interfaces to new positions, and hence to obtain updated precipitate shapes, for a known
value of stress field in the domain. The shape of the interface is represented implicitly as the zero level set
of a smooth function ¢ (x,t) over 2. The evolution of this function is governed by the Hamilton-Jacobi
equation in terms of the normal velocity V of the interface. The velocity is given, through the linear
kinetic relation, in terms of the geometry of the interface, constitutive parameters, and the bulk stress
field. A single level set function is sufficient to take care of complex topological changes such as merging
or splitting of precipitates. The bulk fields enter the expression for V' only through the normal projection
of the jump in Eshelby tensor P across I'. The bulk fields are calculated using XFEM. The standard FEM
requires re-meshing at every time step to conform with the evolving interface, so as to maintain accuracy
and optimal convergence. The XFEM avoids these complications by using the same mesh for the entire

simulation process at the cost of nodal enrichment in the neighborhood of the interface. We follow Moés



et al. [18] and Belytschko et al. [2] to write the XFEM code as required for this work. Our strategy to
couple XFEM and LSM is motivated from Duddu et al. [6]. A brief summary of the XFEM framework
is given in Section 3.1 below. The details of our XFEM implementation, as well as the XFEM-LSM
coupling, and its verification against existing solutions can be found in a recent thesis work [13].

The anisotropic LSM used in this work was developed by Basak and Gupta [1] following the local LSM
of Peng et al. [20]. The local LSM, which is a modification of the classical LSM [19,24], incorporates the
discretization and the reinitialization schemes proposed by Jiang and Peng [10], Russo and Smereka [21],
and Smereka [26]. The Hamilton-Jacobi evolution equation for the level set function can become backward
parabolic leading to unstable solutions. The source of this problem is the non-convexity of anisotropic
interface energies introduced in Equation (4). As a remedy, a quadratic dependence on the curvature
is appended to the energy [5]. The curvature regularization, however, due to the presence of the second-
order gradient of k, increases the order of the differential equation to four. The higher order derivatives
are extremely sensitive to errors in x during numerical computations; we resolve this by computing A%k
in the manner proposed by Smereka [26]. We summarize our anisotropic LSM in Section 3.2 below, while

referring the interested reader to our earlier paper [1] for further details.

3.1 The extended finite element method

The extended finite element method, as developed by Moés et al. [18] (c.f., Belytschko et al. [2]), enriches
the standard polynomial basis functions in order to capture the non-smooth solution fields such that the
underlying mesh remains independent of the morphological evolution of the interface. This (extrinsic)
enrichment is done locally by selecting a few enriched nodes close to the discontinuity using the partition
of unity (PU) concept. The partition of unity is constructed using the standard finite element shape
functions. Due to local enrichment, the element can be classified as standard, when none of the nodes are
enriched, when all of the nodes are enriched, or blending, when some of the nodes are enriched.

The displacement vector field is approximated in an element as

ue= Y Ni(@)g;+ ) Ni(z)((x)as, (7)
ielstd iel*

where I*% is the set of all standard finite element nodes of the element, I* C I is the set of enriched
nodes of the element (I is the set of all nodes), ¢ is the enrichment function (defined below), N;(x) are
the standard FEM shape functions, and q and a are the standard and enriched nodal degree of freedom
vectors for the element, respectively. The approximated displacement field in Equation (7) can be used to
construct an approximate strain field in the element, which can then be used to derive an expression for
the element stiffness matrix. The element force vector field can be formulated in terms of the displacement
approximation; its appearance is solely due to the presence of misfit strain (in the absence of external
forces). The level set function v, from the LSM routine, is used to identify the enriched nodes and develop
the local enrichment function (. An element is added to the set T of enriched elements if there exist
two nodes (say ¢ and j) in the element such that 1;1); < 0, where v; is the value of ¢ at the i-th node;

see Figure 3a for an illustration. All the nodes identified from set T become part of I*. Such nodes are
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Figure 3: Considerations in the XFEM mesh.

assigned additional degrees of freedom. For instance, for a bilinear quadrilateral element intersected by
a weak discontinuity, sixteen degrees of freedom are assigned, eight classical and eight enriched. We use
an enrichment function, given by Moés et al. [17], which is non-zero only in the enriched elements:

C(@) = || Ni(z) — (8)

il

> iNi()| .

iel*

The numerical integration involved in the evaluation of element stiffness and element force vector
demands different treatment in the standard and the enriched elements. The integration in both standard
and blending elements is performed using the Gauss quadrature integral rule for polynomials. For the
enriched elements, we divide the element into a number of small sub-quads, e.g., Figure 3b. All the sub-
quads, except for those divided by the discontinuity, have consistent properties. The sub-quads, which
intersect the discontinuity, can be made consistent on the basis of the area ratio in which the interface cuts
the element. The integration is done individually in each of these sub-quads using the simple trapezoidal
rule. The accuracy of the integration is controlled by adjusting the number of sub-quads in both the
directions. This is verified by performing the integration for some standard functions.

As a result of using enrichment functions, the stiffness matrices in XFEM can become ill-conditioned
leading to the failure of using direct methods for solving a linear system of equations. Keeping this
in mind, we use the bi-conjugate gradient stabilized method, abbreviated as Bi-CGSTAB, an iterative
method for the numerical solution of asymmetric/symmetric linear systems [30]. It is a Krylov subspace
method with faster and smoother convergence than bi-conjugate gradient method (Bi-CG) and conjugate
gradient squared method (CGS). The accuracy of the numerical solution obtained by Bi-CGSTAB can
be optimized by adjusting the solution tolerance.

The steps followed in the XFEM routine can be summarized as follows:

(i) Generate the mesh for XFEM analysis; the mesh and number of elements will remain unchanged
for the entire analysis. We use bilinear quadrilateral elements with a coarse mesh away from the
precipitate regions and fine otherwise. The domain size is chosen to be large enough to ignore the

boundary effects in order to simulate precipitate evolution in an infinite matrix.



(ii) Use the zero level set of the function 1, resolved in the LSM routine, to introduce interfaces in the

XFEM mesh. Identify the enriched nodes in the mesh.

(iii) Generate the stiffness and the load matrix with suitable integration techniques. The number of

sub-quads in the enriched elements is taken as 400 (20 x 20).
(iv) Solve the system of linear equations using Bi-CGSTAB solver.

(v) Evaluate the jump in normal projection of the Eshelby tensor across the interface, to be used in the
LSM. This is done using the modified domain integral method of Ji and Dolbow [9]. We avoid a
direct evaluation of the jump, as a difference of values across the interface, since it can lead to large

oscillations in the velocity calculation and affect the convergence of the solution.

3.2 The level set method

The interface I' between the precipitates and the matrix is considered as the zero level curve of a smooth
function ¢ (x,t), where v is initialized as a signed distance function (SDF) with 1) negative in the matrix
domain QM and positive inside the precipitate domain QF. In the classical LSM, for a given V, 1 is

updated with respect to time in the entire domain 2 using the Hamilton-Jacobi equation [24]

oY
2 vIvel =o, 9
where ||-|| denotes the Euclidean norm of a vector. The updated zero level set of 1 gives the new position

of the interface I'. A computationally less expensive local level set scheme has been proposed by Peng et
al. [20], where v is updated only in a small domain in the neighborhood of the zero level curve. This is

done using the modified Hamilton-Jacobi equation

0
% ewVesdl IV =0, (10)

where ¢(1)), a cut-off function, ensures that v is updated only in a narrow region surrounding ¢ = 0, and
Vext 1s the extended normal velocity [1]. The extension gext of a given field ¢ is determined by solving the
hyperbolic equation (0q/0t) + (signq)(n - Vq) = 0. The steady state solution of this equation is denoted
by @ext; it satisfies gext = ¢ on I' and remains constant in the direction of the normal to I'. The updated
1, obtained from Equation (10), in general, does not remain an SDF. This is resolved by reinitializing
to an SDF by solving (9d/0t) + (signd;)(||Vd|| — 1) = 0, such that d; = d(x,0) = ¢(x,t) [20].

We discretized the square domain § using uniform square grids with a mesh size h. Let (z;,y;) be
the (i, 7)¢, node in the 2D lattice grid. At time step ¢, and at the (7, j)¢, grid point, we denote the level

set function by 1; ;. The semi-discrete form of Equation (10), using the method of lines, can be written

in a form "
# = L(m, 05, 5,10y v Kigs Tig)s (11)
with £ = —cVext|| V|| such that
Lij = —max((cVext)ig, )|V 9]i,; — min((cVext)ij, )|V, (12)



where [[VE|[; j = [max (¢, ;,0) 4 min( ;tm,O)Q + max(¢; 5,0)% + min( yii7j,0)2]1/2. Here ¢, . and
I/J;: i; are calculated using the fifth-order weighted essentially non-oscillatory (WENO) scheme [10]. The
time integration of Equation (12), as well as of the reinitialization equation, is performed using the
third-order total variation diminishing (TVD) Runge-Kutta scheme [20]. A first-order upwind scheme in
space and forward Euler time integration are used for solving the extension field [20]. The time steps
in our explicit method for time integration must satisfy the Courant-Friedreichs-Lewy (CFL) condition,
time step < h/(max|velocity|), for maintaining numerical stability, where the ‘velocity’ can be either Ve,
sign g, or signd;, depending on the equation being solved. With an anisotropic interfacial energy, we
take the time-step as At = 0.5h* [4]. The details of the discretization scheme, as well as a verification
against several known solutions, are given in our earlier work [1]. We note that all the partial differential
equations being solved here, as part of the LSM routine, are hyperbolic in nature and hence require only
suitable initial conditions (rather than boundary conditions) for their solvability [20].

The overall computational algorithm for the LSM can be summarized in the following steps [1]:

(i) Check if ¢ is a signed distance function (SDF). If ¢ is not an SDF, then convert it to an SDF by

reinitializing it in the domain of computation.

(ii) Construct two computational tubes T} and T, surrounding the zero level set of 1, such that |¢| < ¢;
in 71 and |¢| < cg in Th. We take ¢; = 2h and ¢y = 4h. Construct a third tube, T3 = {x : Y(x+9) <
o, for |8] < h}, containing T» in addition to the grid points adjacent to Tb.

(iii) Calculate V using the linear kinetic relation which requires the elasticity solution (obtained from
XFEM for the existing precipitate shape) in the neighborhood of the zero level set and the geometry

of the zero level set.
(iv) Compute £ and its surface Laplacian first inside 77 and then extend it to T5\77.
(v) Compute V inside T} and then extend it to To\T1.
(vi) Update 1 by integrating the modified Hamilton-Jacobi equation (10) inside Tb.
(vii) Reinitialize the updated 1 inside region T3 using the reinitialization equation.

(viii) The process is repeated with the reinitialized 1, starting with Step (i), until equilibrium is achieved.

4 Results

We will be providing the results of our simulations for four cases: isotropic elasticity with isotropic
interface energy, anisotropic elasticity with isotropic interface energy, isotropic elasticity with anisotropic
interface energy, and anisotropic elasticity with anisotropic interface energy. The first two cases are well
documented in the literature and the corresponding results can be seen as verification of our numerical

methodology. In all the cases, we assume dilatational strain, i.e. €* = €*1. The anisotropy in the bulk



C11 (GPa) | Ci2 (GPa) | Cyy (GPa) | A,

Ni [25] 246.5 147.3 127.4 2.97

Al [25] 107.3 60.9 28.3 1.22

NigAl [7] 179 123 81 2.89
NiAl [7] 161 107 85 3.15

Table 1: Elastic material constants and anisotropic ratio.

elasticity, whenever considered, is assumed to be cubic such that the plane-strain stress-strain relationship

is given by
o011 Ciy Cia 0 €11
op|=|C2 Ci1 0 €2 | >
012 0 0 Cu €12

where C11, C12, and Cyy are elastic constants. These three constants are related to Young’s modulus F,
Poisson’s ratio v, and shear modulus p as E = (C% + C11C12 — 2C%)/(C11 + Ch2), v = C12/(C11 + C12),
and p = Cyy, respectively. The anisotropic ratio A, = 2Cy/(C11 — C12) (= 2u(1 + v)/E) is used to
quantify the deviation from isotropy as well as to identify the elastically soft directions: A, = 1 for
isotropic material (wherein p = E/(2(1 +v))), Ar < 1 for (11) as elastically soft direction, and A, > 1
for (10) and (01) as elastically soft directions [29]. The constitutive parameters for various materials used

in this paper are collected in Table 1. We also introduce a dimensionless parameter

*\2
L:M, where l:\/@
7o ™

is the equivalent radius of the precipitate (or a group of precipitates) obtained from the fixed total area
Ap of the precipitates. The parameter L captures the interplay between bulk elasticity and interface
energy for a fixed size of the precipitates and given misfit strain. Whenever the bulk elasticity is taken
to be isotropic, we use a dimensionless parameter § = Ep/FE)s, where Ep and Ej; denote the Young'’s
modulus of the precipitate and the matrix, respectively; hence d < 1 for soft precipitates, 6 > 1 for hard
precipitates, and § = 1 for an elastically homogeneous system. The domain € is taken to be a square of
size 200 nm x 200 nm. The precipitates are located at the center of the domain with sizes that are small
compare to the domain size.

The equilibrium shapes are obtained when the magnitude of decrease in the total energy reduces below
a tolerance level for several iterations. It should be noted that the final configuration can be claimed to
be only in a meta-stable local equilibrium state; we do not explore the possibility of achieving the global

minima in the energy landscape.

4.1 Isotropic bulk energy and isotropic interface energy

With isotropic bulk energy, isotropic interface energy, and dilatational misfit strain, the equilibrium shape

of a single precipitate, softer than the matrix, is circular below a critical equivalent radius and elliptical
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(a) 0 = 0.67 (soft P), I =20 nm (b) § = 0.67 (soft P), I = 30 nm (¢) 6§ =1.5 (hard P), I = 30 nm

Figure 4: Equilibrium shape of two interacting precipitates with isotropic interfacial energy density and

isotropic bulk elasticity.

above it. The equilibrium shape is always circular if the precipitate is harder or of the same constituent
as of the matrix [12]. We consider two precipitates, separated by a finite distance, at the center of a large
matrix. The interfacial energy is constant such that v = 79 = 0.05 J/m2. We take ¢* = 0.01. Three
cases are reported. Two of these correspond to having softer precipitates, with Young’s modulus of the
precipitate and the matrix as Ep = 100 GPa and Ej; = 150 GPa, respectively, first with an equivalent
radius significantly below the critical value (for the corresponding single precipitate, which is 35.62 nm)
and then for an equivalent radius close to the critical value. The third case corresponds to having a harder
precipitate, with Ep = 150 GPa and Fj; = 100 GPa. In all the cases, both for the precipitates and the
matrix, the Poisson’s ratio v = 0.33. The results are given in Figure 4. The initial configurations are two
same-sized circles separated (center to center) by a distance 2.1 times the respective equivalent radius.
For softer precipitates, the two precipitates are attracted to each other while developing a pointed tip in
the region of interaction; the effect is more pronounced with an increasing size of the precipitates. On the
other hand, when the precipitates are hard they repel and develop a lower curvature in the interaction

region. These results are qualitatively in agreement with those of Jou et al. [14].

4.2 Anisotropic bulk energy and isotropic interface energy

We take v = 79 = 0.05 J/m?, ¢ = 0.01, and other material constants as given in Table 1. The
equilibrium shape of an isolated precipitate, with cubic bulk elasticity, isotropic interfacial energy, and
dilatational misfit, depends on the relative material properties of the precipitate and the matrix. There
exists a critical value of the parameter L below which the precipitate shape is dominated by the interfacial
energy, and hence possesses more symmetry; beyond the critical value, the bulk elastic energy starts to
dominate thereby reducing the symmetry in the equilibrium shape. The critical value is lower for a softer
(with respect to the matrix) precipitate and higher for a harder precipitate [22]. These conclusions are
substantiated from the results in Table 2. When the material in both precipitate and matrix is identical
(here Ni), the (locally) stable equilibrium shape changes to square-like (with rounded corners) from a

circle (at L = 0, which corresponds to either [ = 0 or, equivalently, an infinitely large 7y) until a critical

11



P/M L=3 L=7 L=12

Ni/Ni

Al/Ni

Ni/Al

Table 2: Equilibrium precipitate shapes with isotropic interfacial energy density and cubic bulk elasticity.

value beyond which it starts to stretch in an elastically soft direction, more so for an increasing L; e.g.,
first row in Table 2, recalling that the critical L for this case is 5.6 [29]. The critical value decreases when
the precipitate is softer than the matrix, and there is a possibility for the appearance of concave shapes,
predominantly due to the dominance of elastic energy; e.g., second row in Table 2, where the critical L
is below 3 and concavity increases with an increasing dominance of bulk elasticity (note that the shear
modulus of Ni is almost 4.5 times larger than that of Al, see Table 1) [22]. Finally, when the precipitate
is harder than the matrix, e.g., third row in Table 2, the critical L increases (here considerably greater
than 12) and the interfacial energy strongly dominates the shape (which remains circular) [22].

We consider two precipitates, with the initial configuration as two same-sized circles separated (center
to center) by a distance 2.1 times the equivalent radius. The final (locally) stable equilibrium configuration
for various cases are collected in Figure 5. We first consider NigAl precipitates in NiAl matrix. The elastic
constants of both these material are close to each other, with the former being slightly softer than the
latter (the shear modulus of NiAl is 1.05 times larger than that of NizAl, see Table 1). We obtain two
results for two widely different sizes of the precipitates, one below the critical value (for the corresponding
single precipitate) and one higher than the critical value. When L = 3, see Figure 5(a), the equilibrium
shape is a pair of two square-like objects which have moved close to each other (when compared to the
initial configuration). At L = 20, see Figure 5(b), the precipitates come closer and stretch in an elastically
soft direction, narrowing down slightly in the region of interaction [22,32]. When the precipitates (Al)
are considerably softer than the matrix (Ni), they demonstrate a peculiar shape, while coming close to
each other, developing a nose in the region of interaction, see Figure 5(c). On the other hand, when the

precipitates (Ni) are considerably harder than the matrix (Al), as in Figure 5(d), they tend to repel each
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(a) NizAl in NiAl, (b) NizAl in NiAl, (c¢) Al in Ni, (d) Ni in Al,
L=3. L = 20. L=3. L=3.

Figure 5: Equilibrium shape of two interacting precipitates of same size with isotropic interfacial energy

density and cubic bulk elasticity.

other while getting slightly compressed along the horizontal axis, the latter due to a decrease in curvature

in the region of interaction.

4.3 Isotropic bulk energy and anisotropic interface energy

We now obtain equilibrium precipitate shapes with isotropic elastic energy in the bulk and anisotropic
interface energy density. The latter is considered in a form introduced in Equation (4). We fix the value
of certain parameters: 7o = 0.05 J/m?, a, = 0.25, 6, = 0.01, and €* = 0.01. The Poisson’s ratio is taken
to be uniform in the domain, v = 0.33. We take n = 4 in the expression for interface energy density, such
that the corresponding Wulff shape is a square with rounded corners.

We first consider an isolated precipitate with softer material properties, i.e. Ep = 100 GPa and
Ey = 150 GPa (6 = 0.67). Our aim is to develop a bifurcation curve which demonstrates a symmetry
breaking transition with an increase in precipitate size. We introduce two non-dimensional parameters:
the aspect ratio X = |a — b|/(a + b), where a and b are maximum length dimensions of the precipitate
in the horizontal and vertical directions, and & = [/l., where [, is the critical equivalent radius at which
bifurcation happens for the present set of parameters; [, = 22.15 nm. The resulting bifurcation plot
is given in Figure 6. The four-fold symmetric shape continues to be the stable shape until £ = 1; the
corners become less round and the edges become flatter with increasing &. It remains an equilibrium
solution beyond this point (with even sharper facets) but is replaced by two-fold rectangle-like shapes as
the stable equilibrium. Below £ = 1, the interfacial energy dominates the shape but, for & > 1, elasticity
starts to dominate thereby stretching the equilibrium shapes in one direction. The precipitates tend to
become increasingly plate like, elongated in one direction, while maintaining facets (which develop slight
convexity for large [) only in a direction orthogonal to the elongation. Also, as expected, the value of [,
decreases with increasing softness (decreasing §) of precipitates; e.g., first two rows of Table 3. We found
no bifurcation for the cases when material is elastically homogeneous or when the precipitate is hard; the
equilibrium precipitate shapes always maintained the four-fold symmetry, however becoming increasingly

circular for higher 9, e.g., last two rows of Table 3.
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Figure 6: Bifurcation plot showing equilibrium shapes of a soft precipitate (§ = 0.67) for different sizes,

with anisotropic interfacial energy density and isotropic bulk elasticity.

Next, we determine the equilibrium shape of two interacting precipitates which, in their initial config-
uration, are same-sized circles with a (center to center) distance equal to twice the equivalent radius. We
obtain results at two equivalent length values (20 nm and 30 nm) for four cases of relative elastic moduli
given in terms of ¢ (as in Table 3). The results are presented in Table 4. The soft precipitates tend to
be attracted to each other; they develop higher curvatures in the region of interaction, prominently so at
higher equivalent lengths and increased softness (e.g., § = 0.05 and ! = 30 nm). The hard precipitates
demonstrate repulsion while deviating slightly from their four-fold shape. The inner edges of the hard
precipitates are observed to become flatter with increasing [ and increasing d. The results for two different
equivalent sizes demonstrate the effect of interplay between the anisotropic interfacial energy and the bulk
isotropic energy, with the former dominating for the lower value of [ and the latter for the higher value
of [.

Continuing with our results on interacting precipitates, we consider three precipitates in a matrix.
The initial configuration consists of three same-sized circles arranged in an ‘L’ shape. We consider two
scenarios: one with precipitates softer than the matrix (Ej; = 250 GPa and Ep = 100 GPa) and second
with precipitates harder than the matrix (Ejy; = 100 GPa and Ep = 250 GPa), see Figure 7. In the former
case, the two precipitates, located at the ends, move toward the middle precipitate while elongating in
a direction aligned with their axial position. A slight increase in the area of middle precipitate is also

observed. In the latter case, the precipitates repel each other while retaining forms close to the Wulff
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Table 3: Equilibrium precipitate shape of a single precipitate with anisotropic interfacial energy density

and isotropic bulk elasticity for various ¢ (with Ep = 100 GPa) and [ values.

(a) § = 0.4 (soft P) (b) 6 = 2.5 (hard P)

Figure 7: Equilibrium shape of three, initially circular and same-sized, precipitates (I = 30 nm) with

anisotropic interfacial energy density and isotropic bulk elasticity.

shape.
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Table 4: Equilibrium shape of two interacting precipitates with anisotropic interfacial energy density and

isotropic bulk elasticity for various ¢ (with Ep = 100 GPa) and [ values.

4.4 Anisotropic bulk energy and anisotropic interface energy

In this section, we determine equilibrium precipitate shapes considering anisotropy in both bulk elasticity
and interface energy. The former is be assumed to be cubic with material parameters given in Table 1.
The anisotropic interface energy density is of the form given in Equation (4). For all the simulations in
this section we fix v9 = 0.05 J/ m?, 6, = 0.01, and a, = 0.25. We also fix the value of equivalent radius
as [ = 30 nm, and use variations in the dilatational misfit strain €* to vary the value of the dimensionless
parameter L.

We begin by considering an elastically homogeneous medium with Ni as the material for both the
precipitate and the matrix. We fix the value of interface anisotropy parameter as n = 6. The Wulff shape
is therefore given by a hexagon with rounded corners. We evaluate the equilibrium shape for three values
of L, representing various degrees of interplay between the interfacial anisotropy and the elastic anisotropy
(although we are varying the value of €* to vary the value of L, we can interpret the change in L in terms of
variation in relative energy magnitudes). The initial shape is always taken to be an ellipse with an aspect

ratio of 1.12. The results are given in Figure 8. For L = 2, the equilibrium shape is strongly dominated

16



(a) L=2 (b) L=25 (¢) L=40

Figure 8: Equilibrium shapes for Ni precipitate in Ni matrix for different values of L keeping n = 6.

by the anisotropy of interfacial energy density and therefore resembles the associated Wulff shape with
six-fold symmetry. At L = 25, the equilibrium shape deviates from a hexagon, tending to become more
rectangular, although the six faces remain discernible. The resulting shape has a lower symmetry than
a hexagon. The change in symmetry can be attributed to the growing influence of elastic anisotropy
at higher L. The domination of elastic anisotropy over interface anisotropy becomes unambiguous at
L = 40 where the equilibrium precipitate shape resembles a rectangle with rounded corners. The effect of
interfacial anisotropy is now absent and the final shape is clearly an outcome of the cubic elasticity with
stretching along an elastically soft direction.

Continuing with the same material configuration as the preceding paragraph, we now compare the
equilibrium shapes for three different values of the anisotropy parameter, n = 3,4 & 6, each with two
values of L (2 and 7). The three values of n correspond to Wulff shapes in the form of a triangle,
square, and hexagon, respectively, with rounded corners. The results are given in Table 5. At L = 2, the
equilibrium shape in all the cases is the corresponding Wulff shape, indicating the dominance of interfacial
anisotropy at low L. At L = 7, a symmetry transition is observed for n = 3 and n = 4, from three-fold
to one-fold for the former and from four-fold to two-fold for the latter. The stretching in shapes is along
an elastically soft direction. For n = 6, however, the six-fold symmetry is retained even at L = 7. This
indicates an higher value of L, at the bifurcation point, for this case in comparison with the other two
cases.

Next, we explore solutions for isolated inhomogeneous precipitates. The interface energy parameters
are fixed as above with n = 6. We consider a soft precipitate of Al in a Ni matrix and hard precipitate
of Ni in Al matrix. The elastic material parameters are given in Table 1. The interplay between the two
energies is captured by parameter L, as before. The equilibrium shapes, for L = 7 and 25, are collected
in Table 6. The corresponding solutions for the homogeneous case (Ni in Ni) are also reported in the
same table for comparison. For the soft precipitate case, the six-fold hexagonal symmetry is missing at
L = 7, unlike the other two systems, as the precipitate takes a shape tending towards a rectangle. At
L = 25, the equilibrium shape becomes rectangular, with rounded corners and slightly concave edges.
This is in contrast with the homogeneous case where the precipitates retains the Wulff shape at L = 7 and

only begins to flatten slightly in the vertical direction at L = 25. It becomes more rectangular, however
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Table 5: Equilibrium shapes for Ni precipitate in Ni matrix with variation in the degree of interface

anisotropy parameter.

with convex edges, at higher L, as noted in Figure 8. The hard precipitate, on the other hand, shows no
deviation from the Wulff shape even for large values of L.

Finally, we obtain the equilibrium shape of two interacting precipitates. We consider three cases:
homogeneous, soft, and hard precipitate, at two different values of L, analogous to the preceding para-
graph. The initial configuration is taken as two circular precipitates of equal area separated (center to
center) at a distance of 2.1 times the equivalent radius. The results are given in Table 7. At L = 7,
the two homogeneous precipitates take the Wulff shape while moving inwards toward each other (when
compared with the initial configuration). At L = 25, the precipitates are further drawn to each other with
a nose of higher curvature in the region of interaction. The six-fold hexagonal symmetry of the individual
precipitate is now lost as they are stretched in one direction with more rounding at their edges. When
the precipitates are relatively soft, as in the second row of Table 7, the distance between their inner edges
is less than their homogeneous counterpart and the noses are sharper and well developed [16]. When the
precipitates are hard, as in the third row of Table 7, they repel each other, increasingly so at their inner
edges (more prominent at higher L); the hexagonal symmetry is lost with these inner edges turning into

elongated vertical facets.
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Table 6: Equilibrium shapes for isolated homogeneous, soft, and hard precipitates with anisotropic inter-

facial energy density (n = 6) and cubic bulk elasticity.
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Table 7: Equilibrium shapes for two homogeneous, soft, and hard precipitates with anisotropic interfacial

energy density (n = 6) and cubic bulk elasticity.
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5 Conclusion

We have revisited the problem of finding equilibrium shapes of single and multiple misfitting precipitates
in a large matrix, possibly inhomogeneous, with dilatational misfit strains, and anisotropies in both
bulk elasticity and interfacial energy density. Assuming the precipitate-matrix interface to be sharp, we
developed a novel solution procedure based on a numerical formulation which couples extended finite
element method with anisotropic level set method. The latter is complicated due to the incorporation
of non-convex crystalline energies and curvature regularisation. The anisotropies have been observed to
influence the shape depending on their relative magnitude and the size of the precipitate among other
factors. The present work can be extended in several directions. For instance, to study the equilibrium
shape of many particle system, their merger, their splitting, etc., to study the dynamics of evolving
precipitate shapes, and to study the morphological development of precipitates in the neighborhood of

internal /external boundaries and topological defects.
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